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BBenenue

AKTYaJIbHOCTH T€MbI: PA3BUTHE TEXHOJIOTHI TECHO CBA3aHO C POCTOM 00BEMOB
o0pabaTbIBaeMbIX JTAHHBIX, 0COOEHHO B cepe UCKYCCTBEHHOTO MHTEJUIEKTa. B cBs3H
C DTUM MCTOPUS BBICOKOIPOU3BOAUTEIIBHBIX BBIUMCICHUN CTAHOBUTCS KaK HUKOI/A
akTyasnbHOU. PocT maccuBoB nanHbIX, paszButre MU u HEoOX0IMMOCTH yCKOpEHUS
BBIYMCJICHUI JENal0T UCTOPUIO SI3BIKOB WM Mojelield nporpammupoBanust st HPC
0COOEHHO Ba)KHOM. DBOIIIOIHS MOIXOA0B MO3BOJISIET ONTUMU3UPOBATH MapalieIbHbIe
BBIYMCIIEHUS Ha CyNEPKOMITbIOTEpax U yckoputessix Bpoae GPU. Orpannuenus anmna-
paTHOro obOecnedeHusi M pacTas CIOKHOCTb 3ajad, TPeOyOUIMX pacrpeaeaéHHON

06pa6OTKI/I, BCAYT K IIOABJICHUIO HOBBIX BBIYHUCIINTCIIbHBIX MOHCHCﬁ.

[TepBbiM BbICOKOYpOBHEBBIM si3bIKOM Jist HPC cran Fortran, pa3pabotaHHbIi
IBM B 1954 roagy mon pykoBoactBoMm [[xoHa bakyca, xotopsiii obecredmn 3¢ dex-
TUBHOCTH Ha OBICTPO IBOJIIOIMOHHUPYIONIEM OOOPYIOBAHHH M OCTaETCS CTAaHIAAPTOM
s 6eaumapkoB TOP500[6]. B 1960—1970-x rogax mocieaoBaTelIbHOE MPOrPaMMU-
pPOBaHHUE YCTYIUJIO MECTO MHapaUIebHBIM MOJAXOJAM H3-32 POCTa MHOTOSAEPHBIX

cucteMm|7].

B koHTEKCTE pa3BUTHSA BHICOKONIPOU3BOAUTENbHBIX BHIYUCICHUN 0COOYIO POJIb
CBITpAI TapaJIebHBIE MOJAETH U SI3BIKH MpOrpaMMHupoBaHus. Yke B 1990-e ross
chopMupoBaIuCh KIIOUYEBBIE MOAXOABI — message passing u shared memory|8].
Cranpmaptr MPI (1994 [8]) cTan ocHOBOM uisi pacnpenea€HHbIX CUCTEM U (paKThye-
CKHU 3aKpemnuyics Kak Je-QpakTo CTaHAapT MapauiebHBIX BBIUMCICHUN Ha KIacTepax.
[TapannensHo pazBuBaics OpenMP (1997 — nna Fortran u 1998 — qyist C/C++), opuen-

TUPOBAHHBI HA MHOTOIIOTOYHOE MPOrpaMMUpoOBaHue il MHorosaepHbix CPU.

Crnenyoluii 3HaUUMBbIN 3Tarl cBsi3aH ¢ nosisjieHuem GPU-mporpaMMmupoBaHusi.
B 2007 romy NVIDIA npencraBuna CUDA[9], BriepBbIe NPEATOKUB yIOOHYIO MOJIENb
it yauduimpoBanHbix BerauciaeHuii Ha GPU. E€ pa3Butre ObUT0 T0MOTHEHO OTKPHI-
TeiM ctangaptoM OpenCL[10] (2008), nonyuuBmum noaaep:kky NVIDIA u AMD.
[Tapannensno nosiBuscst Chapel — s13bik, co3naBaBiuiics Cray B paMKax MporpamMMbl
DARPA HPCS (2002-2012) u opueHTHpOBAHHBIA Ha BBICOKOIPOU3BOIUTEIHHYIO

napajjieIbHOCTh B MaclTabax CynepkoMmbroTepoB[18]. OTu mMojenu cyiiecTBeHHO



paCIIMPUITA BO3MOXKHOCTH OOpaOOTKM NaHHBIX, 00€CIIeYnB MEPEHOCUMOCTh U aJiall-
TUBHOCTb K T'€T€POT€HHBIM BBIUUCIUTEIIBHBIM CUCTEMAM.

B urore spomonusa — OT KIacCMYeCKuX peuieHur Bpoae Fortran 1o coBpemen-
HbIXx GPU-opuentupoBannbix mozaeneir CUDA u OpenCL — 3Ha4uTENbHO yIPOCTHIIA
pa3paboTKy BHICOKOIIPOU3BOUTEIBHBIX aITOPUTMOB. CMeElIeHUE MapaiurM B CTOPOHY
NMapajvieJIu3Ma JaHHBIX U FeTePOreHHbIX BHIYUCJICHHUH ONPEIEIISIET COBPEMEHHOE

coctossuue HPC u popmupyeT TpeboBaHus K MOAEISIM IPOrpaMMUpPOBaHUs OyAyLIEro.



1 PanHue sI3bIKH /151 HAYYHBIX PAc4€TOB
1.1 Fortran — nepBbIi A3bIK 1JIS HAYYHBIX BHIYUCJICHUH

Fortran (a66peuarypa ot FOR-mula TRAN-slation, «TpaHciasTop Ghopmyin)
pa3zpabotan komanjaoi IBM noja pykoBojctBom [[xona bakyca B 1954—-1957 ropax.
IlepBas Bepcus (Fortran I) Beimymiena B 1957 nns komnstotepa IBM 704[11]. IIpoext
Hayajcs M3-3a TOTO, YTO HANKMCAHHWE MPOrpaMM B MAaIIMHHBIX KOIax ObLIO KpaiiHe
TPYLOEMKHUM, KaK XapaKTepu30Baj 3TOT mpolecc cam bakyc: «Pykonamnbsiii 00#

MamuHOM[ 11].»

KiroueBoit mpo6seMoit ObLT pa3pbIiB MEXKIY MBIIIUICHUEM YYEHBIX U MHXEHEPOB
— ¢dopMmynaMu — U TE€M, YTO MOHMMaJla MallMHA — MAalIMHHBIE KONbl. Fortran OB
CZEJIaH TaK, YTO KO/ Ha 3TOM SI3bIKE OBLIT JOBOJIBHO OJIM30K K MATEMAaTHYECKON HOTAIIMH

(JIuctunr 1).

Y = ARXF*2 + BEX + C
Juctunr 1. [Ipumep xona Ha s3pike Fortran

Taxoi moAxod Mo3BOJINJI YMCHBIIUTL KaK 00BEMBI KOJa, TaK 1 CHHU3UTb KOJIMYC-

CTBO OIITMOOK IIpu €ro HAIIKMCaHHU.

Komnunarops! Fortran mpuHecin HOBbIE BUIbI ONTUMU3AIMK KOJA: Pa3BEPTKY
IUKJIOB, pacipe/ie]IeHUE PETUCTPOB, ONTUMU3ALIMS TOBTOPSIOIIUXCS TOJIBBIPAKEHUN U
npyrue. YTo 0COOEHHO BaXKHO — FeHEPUPYEMbIN KOJ ObLT cOnmocTaBUM MO 3P (HEKTUB-

HOCTH C aCC€M6J'I€pHI)IM KOAOM, HAITMCAHHBIM BPYYHYIO, @ UHOT'/1a AAXKC 6I)ICTpCC.

Takum oOpazom, Fortran cran ¢pyHIaMEHTOM ISl BBICOKOTIPOU3BOANTEIIBHBIX

BBIUMCIICHUMN

- CTaHJApTHU3AIUs HAyYHBIX PACUETOB: OOIIMIA S3BIK JIJISl YUCICHHOTO MPOrpaM-
MUPOBaHUS;

- oubmmoreku: BLAS, LINPACK/LAPACK u apyrue pyHmameHTaabHbIe OUO-
JMOTEKU Hamucanbl Ha Fortran;

- TIOPTUPYEMOCTh: KO MOXKHO OBLIO MEPEHOCUTh MEXIy Pa3HbIMH KOMITBIOTE-

pPaMH, i1 KOTOPBIX OBLI AOCTYIICH KOMITUJIATOP Fortran;



- JIOJITOJIETHE: COBPEMEHHBIE BEPCUU JO CUX MOP UCIIONB3YIOTCS B CYNEPKOM-
MbIOTEPHBIX LIEHTPAX.

[Ipu sTOM pazpabotka u ynydiieHue Fortran He 0CTaHOBUIIACH, OT/AEIbHBIE €r0

MOAYJIM U OUOIMOTEKH O CUX MOP HCIOIB3YIOTCS JJISI BHICOKOIPOU3BOIUTEIBHBIX

BBIYUCIICHUH, a TTOCTEAHs BEpPCHS s3bIKa Oblia BoiylieHa B 2023 romy.
1.2 AaroJ, JIucn 1 KOMIIUJISATOPHI
Ho ne ®oprpaHoM eIuHBIM 3aMbIKAeTCs pa3padoTKa IIPOrpaMM.
1.2.1 Algol

B 1958 rogy koMUTETOM €BpOINEUCKMX UM AMEPUKAHCKHUX YUYEHBIX Ha CbhE3/E
B uHctutyre ETH B Ilopuxe Obln paszpabotan s3bik nporpammupoBanus ALGOL
(a60peBuarypa ot ALGO-rithmic L-anguage, «aropuTMU4eCKHUH SI3bIK» ), TOYHEE €TO
BapuanT ALGOL 58 [12].

B xoze pa3paOboTku si3p1ka ObLUTH BBIBEJCHBI €T0 KIIFOUEBHIE KOHIICTIIIHHN:

- OJI04HAs CTPYKTypa Mporpamm;

- Ppa3pelIeHUE PEKYPCHH;

- (popmanbHOe onucanue cuntakcuca B hpopme BNF-noTammm.

MHoru nocneAyroIne UMIEPATUBHBIC A3bIKKM TPOTPAMMHUPOBAHUS I03aUMCTBO-

BaJIM CUHTAKCUC AJIrojla — HO CTOUT OTMCTHUTD, 4YTO CaM S3BIK IIHUPOKOI'0 pacrpocTpa-

HCHUA 3a HpeHeHaMI/I HaqubIX BBI‘II/ICJ'ICHI/II\/II HC HOJIy‘-II/IJ'I.
1.2.2 Lisp

B 1985 rony JI>xon MakkapTtu npenacraBuia mupy Lisp (a60peBuarypa ot Lis-t

P-rocessing) — s3bIK MPOTPAMMHPOBAHMSI JIJIsI CAMBOJIBHBIX BhIaucieHuit u MM [26].
Oco00OEHHOCTSAMH S3bIKA MOYKHO HA3BaTh:
- «(hYyHKIIMU TIEPBOTO KJIAcCa» — MX MOXKHO TepeiaBaTh, BO3BPAIIATh U MPOBO-
JTUTH KOMITO3HIIHIO;
- KappupoBaHHE — IIpeoOpazoBaHue GYHKIIMU MHOKECTBA apryMEHTOB B HA0Op

BJIOKEHHBIX (DYyHKIIUNA;



- OTCYTCBHE IIMKJIOB — UX 3aMEHWIIN PEKYPCUEH;
- YHUBEpCaJbHAasl CTPYKTypa JAHHBIX — CIIHCOK;

- CUMBOJIBHOE TU(PEPEHITNPOBAHNE;

Lisp nmozxe nosnusinu Ha Python (list comprehensions), JavaScript (¢pyHkimu

BBICIIETO Mopsiaka), si3biky Tuma Haskell, Scala u apyrue.

Taxxke 3TOT SI3BIK ABISETCS MPapPOAUTENeM (PYyHKIIMOHAIEHOTO IPOTrPaMMHUPOBa-

HUS, XOTS OH U SABIIETCS MYJIBTUIIAPAIUTMEHHBIM.
1.2.3 Onrumu3upyomasi KOMIUWJIS U

Kak YXKC OBLIO CKa3aHO paHCC, KOMITUJITOPBI CTAJIU IPUMCHATb CUCTCMATUYICCKHUC

ONTUMH3ALIAH.
KiroueBrie nocTHKEHUA

- xomnwisitop Fortran Mor renepupoBars 0oiee 3PpeKTuBHbBIN acceMOnepHbIit
KO/, TI0 CPABHEHUIO C YEJIOBEKOM;

- aHaJIM3 MOTOKA JaHHBIX [22];

- aINTOPUTMBbI ONITUMU3ALUHU TpadoB (HampUMep, «aaropuTM XauTUHa» JIJIs pac-

Kpacku rpadoB U MOCIEIYIOIIET0 paclpeiesieHus PEruCTPOB);

st HPC ontumusupyromuye KOMOUiIsAsTOPsI CTANN KPUTHYECKUM 3BEHOM MEKTY
a0CTpakTHBIM KOJIOM U 3((PEKTUBHBIM HCIOJIb30BaHUEM kelie3a. COBpEMEHHBIE KOM-
musitopel (GCC, LLVM, Intel ICC) npuMeHSIOT COTHH TPOXOIOB ONTHUMH3AIUU:
BEKTOPH3ALUIO, ITPEICKa3aHNUE EPEXOJ0B, MEKITPOLIETYPHYIO ONTUMHU3ALNIO, TTOTUI-
PUYECKYI0O ONTHUMH3AIUIO AJI BIOKCHHBIX IUKJIOB, OIHAKO 0a3a Obula 3amokeHa

JTABHO.



2 BekTOpHbBIe- M CyNIePKOMIIBIOTEPBI
2.1 Konuenuusi BeKTOPHBIX BbIYUCICHUH

BekTopHble BBIYUCIEHUS MPEACTABISAIOT COO0M (YyHIAMEHTAIbHYIO CTYIEHb
Pa3BUTHS BBICOKOIIPOU3BOAUTEIBHBIX BBIUMCIUTEIBHBIX CUCTEM, KOTOpas IMO3BOJIMIIA
JOCTUYb KAYECTBEHHOI'O CKauKa B MPOM3BOAUTENBLHOCTU NPH PELICHUH 3a1a4, Tpeody-

IOIIUX 00paOOTKK OONBIINX OAHOPOJAHBIX MACCUBOB JaHHBIX.
2.1.1 Cynepkomnbiotepsl Cray U CTaHOBJICHHE BEKTOPHOI 00padoTKH

Kommanus Cray Research, ocnoBannas Ceiimypom Kpeem B 1972 romy, crana
IIHOHEPOM B 00J1aCTH BEKTOPHBIX CyIepKoMIbIoTepoB. [lepBas mamuna cepun Cray-1,
npeacTasieHHas B 1976 romy, mpoleMOHCTpUpPOBaia PEBOIIOLMOHHBINA MOAXOM K Op-
raHu3ainuy BerauciaeHui[ 13]. ApxuTekrypa cUCTEeMbI Obljia IOCTPOCHA Ha MPHUHITUIIC
KOHBeHepHOH 00pabOTKH BEKTOPHBIX JaHHBIX, YTO TTO3BOJISIO BBITIOIHATh OJIHY OIlepa-
MO HAJl MHOXKECTBOM DJIEMEHTOB JJAHHBIX OJHOBPEMEHHO. [J1aBHAsI aMsTh MaIlTuHbI
cocTosia u3 16 He3aBUCUMBIX OJIOKOB IO 64 THICSUM MAIIMHHBIX CJIOB Ka)KIbIH, a 12
(GYHKIIMOHAIBHBIX MOJTYJICH TTO3BOJISIIIN BBITIOJIHATE JIOTHYECKHE, CKASIPHBIE U BEKTOP-

HBIC OIICpallu HAJl STUMH JAHHBIMHU C BBICOKOH CTEIICHBIO ImapaJuicjim3ma.

KitroueBoe mpenmyIecTBO BEKTOPHON apXUTEKTYpPbl 3aKIOYAIOCh B TOM, YTO
OJlHA BEKTOpPHAas MHCTPYKIMUS 3aMEHsUIa LEJIbId LUK CKAJSIPHBIX omnepanuil. IT1o
COKpAILAJIO KOJIMYECTBO HEOOXOIUMBIX K MCIOIHEHUIO KOMaH]l U YCTPaHSJIO HaKJIa-
HBIE PACXObl HA YIPABJICHUE HUKIAMHU. J{JI1 HAyYHBIX U MH)KEHEPHBIX pacyeTOB, I71E
TUIIWYHBIMU SIBJISIFOTCS ONEpalliy ¢ MAaTPULAMU U MacCUBaMU JTAHHBIX, TAKOM MOIXOA
o0ecrnedrBag MHOTOKPATHOE YCKOPEHHUE MO0 CPaBHEHUIO CO CKAJIIPHBIMHU MpOIieccopa-

MU TOTO BPEMEHH.
2.1.2 Mogeas SIMD kak ocHOBa BEKTOPH3alLUU

KoHuentyanbHOM OCHOBOM BEKTOPHBIX BBIUMCICHUN cTaina Moaenb SIMD,
copmynupoBanHas B TakcoHomuu ®OnuaHa[20]. B cBoeil paHHel peanuzaiuu 3Ta
MOJIeJIb Mperoarajia, 4To OJuH MOTOK KOMaHJ yrnpaBisieT 00paboTKOM MHOXKECTBa

MOTOKOB JIAaHHBIX MapajuiebHO. BeKTopHBIN mporieccop (HakTUUECKH pean30BbIBAT
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JAHHYIO TapajJUrMy arraparHo: €IMHCTBEHHAs BEKTOPHAs WHCTPYKIMS 3alycKajia

NACHTUYHYIO OIICpAlIWIO HaaA BCCMH 3JICMCHTAMHU BCKTOPHOI'O pCrucTpa.

BaxxHo otmeTuTh, 4to panusas ¢opma SIMD B BEKTOpPHBIX CylepKOMIIbIOTEPAX U
COBPEMEHHBIE BEKTOPHBIE PACILIUPEHHUS IIPOLIECCOPOB CYIIECTBEHHO OTINYAOTCs. Bek-
TOpPHBbIE MAalIMHBI padOTaIM C BEKTOPaMH MEPEMEHHON JJIMHBI U 00JIaJjaiy crienuaiu-
3UPOBAHHBIMU KOHBEMEpAMU ISl Pa3JIMYHbIX TUIIOB onepanuii, a SIMD-pacmmpenus
COBPEMEHHBIX MPOLECCOPOB OMEPUPYIOT (PUKCUPOBAHHBIMU TIO Pa3MeEPy BEKTOPAMHU

JUTSI HICTIOJTHEHUS ATUX ONEPALIMI HUYEro KpOME caMoro Mpoleccopa He TpedyeTcs.
2.1.3 BekTopHble pacuupenus B si3bike Fortran

[TapamienbHO ¢ pa3BUTHEM alllapaTHBIX BEKTOPHBIX CUCTEM MPOUCXOAMIIA IBO-
JIIOLMS TIPOTPAMMHBIX CPEJCTB, MO3BOJSIOMMX (H(PEKTUBHO HCIIOIB30BATh BO3MOXK-
HOCTHU BEKTOpHOU 00paboTku[19]. S3pik Fortran B cranmapre Fortran 90 momyuwnn
pacuiMpeHre B BUAC KOHCTPYKIIUHU JJIsI pabOThl ¢ MAaCCUBAaMHU KaK C €IMHBIMU OOBEK-
TaMH, YTO TTO3BOJISIIO MPOTPAMMHUCTAM TOTO BPEMEHHU BhIpakaTh BEKTOPHBIC OTIEpaIliy

B 3HAKOMOM MaTeMaTH4YeCKOMN HOTalluH.

Komnunsitopsl Fortran momy4uiam BO3MOXHOCTh aBTOMATUYECKO BEKTOPU3ALUU
[IMKJIOB, paclio3HaBasi MaTTEPHBI KOJIa, KOTOPbIE MOIJIN ObITH TPEOOpPa30BaHbl B BEKTOP-
Hble MHCTPYKIUHU[15]. DTO 03HAYan0, YTO CYIIECTBYIOMIUA KOJ MOT ObITh ONTUMU3U-
pOBaH sl BEKTOPHBIX apXUTEKTYp 0€3 MOJHOTO MEePEeNUChIBAHUS, XOT HauOOIbIIas
3(h(HEKTUBHOCTH TOCTUTAIACH TIPH UCIIOJIB30BAHUH SIBHBIX BEKTOPHBIX KOHCTPYKIIHMA
s3bIKa. [losiBIEHNE NTUPEKTUB KOMITWIATOPA TAKKE MO3BOJIWIO MPOTPAMMUCTAM SIBHO
YIIPABIISTh MPOLIECCOM BEKTOPU3ALMH, YKa3bIBasl KOMIIWIATOPY HA BO3MOYKHOCTH Ia-

pajienu3Ma B KOJe€.

Pa3BuTre BEKTOPHBIX BBIUYMCICHUH 3aJ105KUIJIO0 OCHOBY U1 COBPEMEHHBIX I1apai-
JIEJIbHBIX APXUTEKTYP U MPOAOJDKAET OCTABATHCS AKTYAJIbHBIM B KOHTEKCTE COBPEMEH-
HBIX TIporieccopoB ¢ SIMD-pacimupeHus MU U TpapuiIeCcKuX YCKOPUTENIEH, UCTIONb3Y-

IOIIUX CXOMHBIC MPUHIIUIIBI OOPaOOTKHU JaHHBIX.
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2.2 HoBble KOMIIUJISITOPHbIE ONITUMM3ALMH

[TapannensHO € pa3BUTHEM BEKTOPHBIX apXHUTEKTYpP MPOUCXOAUIA MOJECPHH3A-
Yl B TEXHOJIOTUAX KOMITWIALIMM, HAIPABJICHHAsI Ha MaKCHUMAJIBHOE HCIIOIb30BAHUE
BO3MOXKHOCTEW COBPEMEHHOro 00opyaoBaHus. KoMnuiasiTopel npeBpaliaiuch U3 npo-
CTBIX TPAHCIATOPOB BBICOKOYPOBHEBOIO KOJa B MAIIMHHBIM B CIIOKHBIE CUCTEMBI
ONTHMU3AIINU, CTIOCOOHBIE PaJMKaIbHO TPaHC(HOPMHUPOBATH MPOTpamMMy AJsl TOCTH-

’KCHUS MaKCUMaJIbHOM IMPOU3BOAUTCIbHOCTH.

LlenTpanpHOI 3aa4eit cTana BEeKTOpU3alus MUKI0B. KOMIUISTOPHI HAYUHUITUCH
aHAJIM3UPOBATh CTPYKTYPY LIMKJIOB M OINpPEAENATh, MOXKHO JM 0€30MacHo mpeodpazo-
BaTh MOCJIEIOBATENIbHBIC UTEPAIIMU B €IMHYIO0 BEKTOPHYIO onepanuio. i ycrnenrHom
BEKTOpH3AIMU [UKJIAa KOMIUISTOPY HEOOXOIUMO JO0Ka3aTh, YTO MEXKIY UTEpalysIMu
OTCYTCTBYIOT 3aBUCHUMOCTH, TaK Kak B OOpaTHOM Ciydae NMPUMEHEHHE BEKTOPHBIX

ONEPLUI NPUBEIET K HEKOPPEKTHBIM PE3YJIbTaTaAM BBIYMCIICHUS.

Henonnoe pa3BopaunBaHKue LUUKIOB CTal0 OJHOW M3 KIIFOUEBBIX TEXHUK OITH-
MH3ALUU — KOMITIWISATOP MOT TPYHITUPOBATh HECKOJIBKO UTEPALUN LIMKJIA, YTO JABAJIO
€MY BO3MOXXHOCTb IEPEYNOPSIAOUYNTh HUHCTPYKIIMHU U YKE 3aT€M, BOSMOKHO, 3aMEHUTH
UX BEKTOPHBIMH oniepanusiMu. L{uki Bc€ ené mpucyTcTByeT, HO OH MOXET OBITh 3HAYH-

TCJIbHO MCHBIIC OPHUI'MHAJIBHOI'O BapHaHTa.

Komnunstopsl, Takue kak miusg TI ASC u Cray Fortran, ananu3znpoBany [UKIIbI
Ha OTCYTCTBHE 3aBUCUMOCTEH JAHHBIX MEXIY UTepalusMH, 4ToObl MpeoOpa3oBarhb
MOCJIE0BATENIbHBIN KO/ B BEKTOpPHBIE oniepaiiuu|28]. 9To obecreunBano 6€30MacHOCTh
napajienu3mMa 0e3 U3BMEHEHHsI Pe3yabTaToB MPOorpaMMbl. MeTO/Ibl BKIIFOUAIH PEIICHHE

cucTeM TUO(PaHTOBBIX YPaBHEHUH JJIsl I0Ka3aTEIhCTBA HE3aBUCUMOCTH.

[IporpammucTtel ucnonab3oBan  AUpekTUBBl (Hanpumep, Cray VECTOR
directives[14]) mist moAacKa30K KOMIWISATOPY O 0€30MacHON BEKTOPU3AIlUU ITPU HETOJI-
HOM CTAaTUYECKOM aHalin3e. MeXIpoleypHbIi aHaIN3 YUYUTHIBAT BBI30BBI (DYHKIIHIA
JUTst TIIo0anbHOU BekTopu3anuu, kak B Convex Application Compiler. Ot HOBOBBeIe-

HH:A JICTIIM B OCHOBY COBPCMCHHBIX KOMITUJIATOPOB.
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3 JDpa MaccoBOro napaulejim3mMa U pacnpeaeJéHHbIX CUCTEM
3.1 Ilepexon k apxurexkrype MIMD

Cngur B ctopony MIMDJ[20] o3Ha4an 0TX01 OT IPEKHUX MMapaJurM BEKTOPHOI
00pabOTKHU U OAMHOYHBIX HHCTPYKIMI. DTOT mepexoj; ObuT 00yCIIOBIICH KaK TEXHOJIO-
TUYECKON OCYIIECTBUMOCTBIO, TaK U MPU3HAHUEM TOTO (DaKTa, YTO MHOTHE peajibHbIC
BBIYUCIIUTEIbHBIE 3a/1a4U TPEeOOBaIU THOKOCTH B TOM, KaK pa3IMUHbIC JIEMEHTHI KOH-

Beiiepa 00paboOTKH MOIIIM paboOTaTh HE3aBUCUMO JIPYT OT JApyTa.

B sToT mepuon Hauanam MOSBIATHCS MHOTOSIZIEPHBIC CUCTEMBI, XOTS TI0 CpaBHE-
HUIO C COBPEMEHHBIMHU pEaM3aIUsIMU OHU OBLIM €IIe B 3a4aTOYHOM COCTOSTHUHU.
Pannne kmactepsl coOOMpanuch U3 CTAaHIAPTHBIX PAOOYMX CTAHIUH, 0ObETUHSIEMbIX
ceTeBoi HHGpacTpykTypoi. OKa3zanock, 4T0 He 003aTeIbHO HYHBI CIICIIUATN3UPO-
BaHHBIC MOHOJIUTHBIE CYTIEPKOMITBIOTEPHI JIJIs1 TOTYyUYEHUSI OOJBITUX BHIYUCIUTEIbHBIX
MoItrHoCTe|. [lepBble Takue KIacTepHBIE CHCTEMbI 3JI0KUIM OCHOBY JIJISi COBPEMEH-
HBIX apXUTEKTYp EHTPOB 00pabOTKU JaHHBIX U UHMPACTPYKTYPHI OOJAUHBIX BBIYHMC-

JICHUM.
3.2 SI3bIKHM NPOrpaMMHMPOBAHUS U NAapaJljieJibHble BbIYMCJIEHUSA

C pacummpeHreM BO3MOXKHOCTEH ammaparHoro obecrieyeHusi Bce Oosee akTy-
aJbHOM CTAaHOBWIACH 3ajJlaya BBIPAKEHMS MapajliesIbHbIX BBIYMCICHUN B S3bIKaX
nporpaMMupoBaHust. [10sSBUIOCH HECKOJIBKO MOAXO0I0B, KaXK/IbIH U3 KOTOPBIX OTpaxas
paznuyHbie GUI0oCcCOo(PCKUEe MPEACTABICHHUS O TOM, KaK MPOTPAMMHUCTHI JOJKHBI KOH-

LENTyaJIu3UupOBaTh MapajieibHOE BBIOJIHEHUE KOJa.
3.2.1 Occam u moaean CSP

Occam, pa3pabortannbiii B Hauasie 1980-x romoB rpynmnoit yuéHsix u3 Okcdop/i-
CKOTO YHUBEpcHUTETa, ABisuics peanuzanueit monenu CSP (Communicating Sequential
Processes, Teopust BzaumoneiictByronux [locinenoBarensubix [IpoiieccoB) — chopmy-

aupoBanHoM Toru Xoapom B HECKOJbKUX paboTax[23].

B Occam mporieccel cuntarores GyHIaMEHTATbHBIMHA SIUHUTIAMA, KOMMYHUIIH-

PYIOIIMMHU JPYT € APYTOM MNOCPEACTBOM «IIEPENAYN COOOIIECHUID, UTO MPEIOCTABISAET
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CWIBHYIO TEOPETHUYECKYI0 OCHOBY I PACCYKICHHH O NMapauieIbHOM IOBEIECHHUH
IPOrpPaMM.

Opnako CSP, B pa3pe3e mapaJuieIbHOIO IMPOrPAMMHUPOBAHUSA, MOBIHSIIA HE
ToNbKO Ha Occam, HO M 3aJI0KHUJIa KOHILIETIINH, IPUMEHSIEMbIE B MapajijieIbHOM Mpo-
IrPaMMHUPOBAHUU 10 CEH JIeHb: TaKU€ KaK CMHXPOHHAs Mepejada cOOOIIeHU depes
KaHaJlbl U OTCYTCTBHE OOIIMX MEPEMEHHBIX MEXAY Ipoleccamu. DTH UJI€U aKTUBHO
MIPUMEHSIIOTCSI B COBPEMEHHBIX si3bIKaX, BKItouas Go (ropyTuHbl U KaHaibl), Erlang,

Limbo u core.async B Clojure.
3.2.2 High Performance Fortran (HPF) u ero orpannuyenusi

HPF cran noneiTkOM pacmmpeHus si3blka nporpammupoBanus Fortran mytém
n00aBIeHUs TUPEKTUB, MO3BOJISIONINX KOMITUIIATOPAM aBTOMAaTHUECKHU Pa3AesiaTh KO
JUISL TIOCJIEIYIOIIETO €r0 UCTIOJIHEHUS Ha pacupeae€HHbIX cuctemax. 1 xots B mpoekt
OBLIH BJIO’KEHBI HEMAJIBIE PECYPChI, OH CTOJIKHYJICS C MPOOIEMOI YUCTOM KOMIHIISTOP-

HOU OIITUMU3allNH.

OKEBEU'IOCB, 4TO AaBTOMATHUUYCCKH pacnpeaciIATb BCKTOPHBLIC OIICpalyvH 110
HCCKOJIbKYUM XOCTaM — HC TaKasa IIpPoCTasd 3ajgadad, 4TO IMPHUBCIO K OrpaHUYCHHOMY

ucnosnb3oBanuio HPF, no cpaBHenuto ¢ apyrumu, 0osiee «pyqHbIMU» BapHaHTaMHU.
3.2.3 Message Passing Interface (MPI)

B 1994 rony nosiBuiicst cranaapt MPI, KoTopblii BMECTO MOMBITOK aBTOMATHYe-
CKOM MapaJUIeNIN3aluy WA CO3AaHUsI HOBOTO sI3bIKa IPOTPAMMHUPOBAHUS MPENOCTAB-
JISUT CTAaHJAPTU3UPOBAHHYI0 OMOIMOTEKY OOMEHa COOOIICHUSIMU MEXKTy MPOIIECCAMHU.
Taxoit moaxon, B mpotuBornocraBinenue HPF, nmpegocrapnsan pazpaborurnkam moaHbIN
OpPSAMOM KOHTPOJIb HAaJl MEXIPOLIECCOPHBIM B3aUMOJAECHCTBUEM, OCTAaBIISIS, OJIHAKO,
CIIOKHBIE MEXaHU3MBbI Mepeiadyn COOOIICHUH «3a Kaapom» pa3paboTku. Takoi moaxon
TaK)Xe YIPOCTUII IEPEHOCUMOCTh Kojla Mexay aropmamu. B obiieM u 1ienom, Bcé

BBHIIIICO003HAUCHHOE TTPUBEIIO K OOJIBIION MOMYISPHOCTA M BCEOOIIEMY MPU3HAHUIO

MPL.
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3.2.4 OpenMP

OpenMP nosiBuncs kak gononHenue k MPI — B 3Toil OMOIMOTEKH peain30BbI-
BAJICSl MApAJIEIU3M Yepe3 OOILYI0 MaMsTh C MOMOILBIO TUPEKTUB ISl KOMITUJISATOPA,
BCTABJISIEMBIX B KOoA mporpammsbl. Takou nmoaxox OpenMP cHmxkan CioXKHOCTh BHEI-
PEHHsI MHOTOIIOTOYHOTO BBITIOJIHEHUS B paMKaxX OAHOW MamuHEL. [Ipu sTom paznuuus
MEXKTy MOJIeNbIO pacipenes€éHHbIX Beiunciaenuit MPI u nogxomom OpenMP no3Bosisiio

UCIIOJIb30BATh UX BMECTE I €€ OOJIBIIEr0 YCKOPEHUS BBIYUCICHUIA.
3.3 YUTo cUuTATH «eCTECTBEHHOI» MOAECJIBIO NapaJuieau3ma?

PacnpocTpanenue noaxo0B K napauieIbHOMY TPOrPaMMHUPOBAHUIO OTPaKaIO
Oonee m1yOOKHe, HEpa3pelIEHHbIE BOMPOCH O (PyHAaAMEHTAIbLHOW MpUpOAE Mapai-
JIENBHBIX BBIUMCIICHUH. MccneqoBarenn M MPakTUKU BEJIU — U MPOAOKAIOT BECTU —
JUTUTEIBHBIE TUCKYCCHUU O TOM, CIEAYEeT JIU BbhIpaxkaTh Mapajliesiu3M B aJrTOPUTME WU

7K€ CTOMT I10JIaraTbCA Ha alIapaTHO-OPUCHTUPOBAHHBIC ITOAXObI.

CTOpPOHHUKH AJITOPUTMUYECKOTO MOIX0a YTBEPKAAIOT, YTO MapaJIeIbHbBIE Bbl-
YUCJICHHSI TIPEICTABIIAIOT COOOH MPUHITUITUATIEHO WHYIO JIOTHKY, TPEOYIOIIYIO SIBHOTO
BBIPAKCHUS B MOJEISX NMporpaMmupoBanus. [lomaraercs, 4To mporpaMMHUCT JOJKEH
MOHUMATh ¥ KOHTPOJIMPOBATh CTPATETHH JCKOMITO3UIIUNA, OOMEH JaHHBIMU U TpeOOBa-
HUS K CHHXPOHH3AIMU. JTa TOUKa 3pEHUS MPOSBISETCS B cUCTeMaX, ogo0Hbx MPI,

I napajIC/In3M BhIPAKaCTCA ABHO, B KOJIC.

AnmaparHO-OpUEHTUPOBAHHBIHN MOAX0]] CTPEMUTCS ClIeIaTh Mapalijiean3M oomee
HESBHBIM, TIEPEKIIaJIbIBasl pacrapaieIMBaHUE Ha «IIJICYM» KOMITHIISITOPA U CPEJIbI UC-
nojiHeHus. Jta ¢punocodus nexana, Hanpumep, B HPF. Ctoponnuku Takoro noaxona
CUMTAIOT, UTO OTJIECJICHUE AJITOPUTMUYECKON KOPPEKTHOCTHU OT MPOU3BOIAUTEIBLHOCTH
napasuieJIbHOTO UCTIOIHEHUS C/ICNIaeT apaliesibHbIe BEIYUCICHUS 00Jiee JOCTYTHBIMU
JUTSl IIUPOKOTO Kpyra pa3pabOTYMKOB.

Otn punocodckue pa3nuums ObLIN HE TPOCTO aKaJEeMUISCKUMHU CIIOpaMH, HO
JEUCTBUTEIHLHO OTPAXKa HEONPEACIEHHOCTh OTHOCUTEIBHO TOTO, KaK OyJeT pa3Bu-
BaTbCs MapaJlieJibHasl BBIYMCIMTENIbHAS TapagurMa. JTH BOMPOCH — 00 YPOBHIX

a6CTpaKLII/II/I, OTBCTCTBCHHOCTH IIPOTPAMMUCTA WU B3AMMOCBA3U MCKIY aJIr'OpUTMaMHU
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U apXUTEKTYpOM, — MPOJOKAIOT HAXOJUTh OTKIHUK B COBPEMEHHBIX OOCYXKICHUSIX

IIPOEKTUPOBAHMUS MTAPAJIICIIBHBIX U PACHPEACIEHHBIX CUCTEM.
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4 TlosiBnenue GPGPU u jiomka napagurm
4.1 Ucropruyeckue nMpeanocblLIKi

K nagany 2000-x rogoB rpaduueckue mporeccopsl MPEeBpaTUIUCh B BHICOKOCIIS-
[UaJIM3UPOBAHHBIE YCTPONCTBA, MpeAHA3HAYEHHbBIE MCKIIIOUUTENIBHO sl 00paboTKH
rpaduku 1 BU3yanu3anun. X apXutekTypa pa3BuBajgach o TPaeKTOPUU, PAAUKATILHO
OTJIMYABILCUCS OT IEHTPaJIbHBIX MPOLIECCOPOB: BMECTO CIOXKHBIX CHCTEM Ipe/CcKa-
3aHUSI BETBJICHUA M MHOTrOypoBHEBBIX kdmed GPU nemanu cTaBKy Ha MacCOBBIN
napasuienu3M. TUnu4HbIN rpaduuecKuil MpoIeccop TOro BpeMEHU CoJIepkKail AECATKU
— 3aTe€M U COTHHU — IIPOCTHIX BEIYUCIUTEIBHBIX fJI€P, CHOCOOHBIX OJJTHOBPEMEHHO 00pa-

OaTbIBaTh MHOXKECTBO ITHUKCEICH MIIH BCPHIMH I'COMCTPUH.

KitoueBoit konmenmueit crama mozgenb SIMT (Single Instruction, Multiple
Threads), xoropast nmpencrasisiia coOoi »BomOIMI0 Kiaccuueckon SIMD-apxurek-
Typbl. KimtoueBbiM paznuunem mexay SIMD u SIMT sBnsiercss «cTporoe UCHojHe-
Hue» (lockstep execution) — 4To 03HAYaET BBHIMOJHEHUE OJHOTO U TOTO K€ BBIPAKCHHS
(MHCTPYKIIMM) BCEMU TMPOIECCOPAMH OJJHOBPEMEHHO. JTa MOENb UACANbHO MOIXO-
muna s rpadUyecKuX 3ajad, e MWUIMOHBI MUKCeNled TpeOOoBald OJWHAKOBOM

O6pa6OTKI/I C pa3HbIMU BXOAHBIMH JAHHBIMU.

UccnenoBarenbckoe cooOI111eCTBO YBUIEIO0 NOTeHIMAN uctonb3oBanus GPU s
Herpadudeckux BerunciaeHui emie B Hadaiae 2000-x. [TepBbie paboThI 1EeMOHCTPHUPO-
Baju, 4To ¢ momoripio rpaduueckux API, takme xak OpenGL u DirectX, mMoxHO
MPOU3BOAUTH MPOU3BOJIbHBIE BEIUMCICHUN YEPE3 MAHUITYIISIIUU C TEKCTYpaMH U LIEH-
JepHBIMU TIporpamMmamMu. OHAKO ATOT MOAXO0 TpeOOoBa TITyOOKOH epepadOTKH ajro-
PUTMOB BBIYMCIUTEIBHBIX 33J1a4, Ja0bl UX MOKHO OBLIO «YJTOXKUTH» B TpaduuecKue
NPUMUTHBBI, YTO CO37aBaji0 3HAUUTENIbHBIM KOHIENTYalbHbII Oapbep IJisi mporpam-

MHUCTOB.
4.2 Iloasaenue CUDA

B nos16pe 2006 rona NVIDIA npencrasuna CUDA, koTopast u3MeHuIa MOaX0]]
K IIpOrpaMMHPOBaHUIO Tpaduieckux mporeccopoB s Herpadguueckux Hyxa. CUDA

oOecrneunia OpsiMOM 10CTyN K BbhluMcauTeNbHBIM pecypcaM GPU uepe3 pacumpenue
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s3pika C, 0cBOOOIMB pa3pabOTIYMKOB OT HEOOXOTUMOCTH padoTaTh uepes rpaduueckue
API. TTosiBnenne CUDA 0003Ha4mII0 1epexo/i OT KOCBEHHOTO MCIIOJIb30BaHUs rpadu-

YECKOro KOHBeMepa K sSIBHOW BhIYUCIUTENIbHOM Moaenu[21, 31].

Apxutekrypa CUDA BBesla HEpapXUYECKYI0 MOJENb OpraHU3alyy BbIYHCIIE-
HUU, KOTOpas oTpaxkaiia anmnaparHyto ctpykrypy GPU. [IporpaMmmuct opraHu30BbIBaj
BBIUMCIICHUS B BUJE CETKHU OJIOKOB, € KaxAbld OJIOK cojepaji Ipymiy MOTOKOB,
COCOOHBIX B3aMMOJIEUCTBOBATh depe3 ObICTpyro pazaensemyro namsats[30]. Bapn
(warp) — rpynrbl U3 32 NOTOKOB, BBITOJIHSIOIIMXCS CHHXPOHHO HA OJTHOM MYJBTUIIPO-
LIECCOpPE — CTAJl OCHOBHOM €AMHUIEH BbINOJIHEHUA. D) (HEKTUBHOE TPOrPaMMHUPOBAHKE
TpeOOBAJIO MIOHUMAHUS TOTO, KaK BAPIIbl BHITOIHSIOT HHCTPYKLUU U KaK PACXOXKICHHE

ITIOTOKOB BETBJICHUI BHYTPH BapIiia MOKCT CHU3UTh ITPOU3BOJUTCIbHOCTD.

NVIDIA npunsna peuieHue co3aarh 3aKkpbiTyro dkocuctemy Bokpyr CUDA.
Texnonorus paborana uckimounteabHo Ha GPU ux mpousBoncTBa, B TO K€ BPEMs KOM-
[aHUs MHBECTUPOBaJa 3HAYUTEIbHbIE PECYPCHI B pa3BUTHE OUOINOTEK, HHCTPYMEHTOB
pa3paboTKu 1 00pa3oBaTeNbHBIX IPOrpaMM. DTOT MOAXOA OTpaXkaa yOexAeHHE, 4To
BEPTUKAJIbHAS MHTETpaLs annapaTHOro o0ecrneyeHns U MporpaMMHOIO CTEKa MO3BO-
JUT AOCTHYbh MAaKCUMAaJIbHOW IPOU3BOAUTEIBHOCTH M YCKOPUTH BHEIPEHUE HOBBIX
BosMoxkHocTel. NVIDIA pa3BuBaina 6oraryto 3KocucTeMy CHelMalIn3upOBaHHBIX OHO-
IMoTeK, Takux kak cCuBLAS nns nuneitHoit anreOpsl u cuFFT st mpeobpa3oBanmii
®dypbe, KOTOpble 00eCcTeurnBalIi ONITUMHU3UPOBAHHbBIE pEeATU3ALIMU PACIIPOCTPAHEHHBIX

aJITOPUTMOB.

CornacHo uccnenoBanusim Hadana 3pbl CUDA, npousBoaurensHocts GPU st
OMpEICICHHBIX KJIACCOB 33/1a4 MOTJIa MIPEBBIIIATH TPOU3BOAUTENHHOCTD HEHTPAIBHBIX
MPOLIECCOPOB HA MOPSAIKH BETUYUHBI, YTO CTUMYIUPOBAIO CTPEMUTEIBHOE IPUHSITHE

TEXHOJIOTMH B HAYYHBIX BEIYUCIICHUSAX U MAllTHHHOM OOYyYCHUHU.
4.3 OpenCL kak ajbTepHATUBHASA MO/eJb

B otBer Ha nomunupoBanue CUDA koncopuuym Khronos Group B 2008 romy
npencrasmil OpenCL (Open Computing Language) kak OTKPBITBIA CTaHAApT IS
reTepOreHHbIX MapajuieNibHbIX BhiunciaeHui[29]. OpenCL Bomioman B cebe nepeHo-

CUMOCTDb 1 YHUBCPCAJIBbHOCTD, ITIO3BOJISIA OAHOMY U TOMY 7K€ KOJAY BBITIOJIHATHCS HA GPU
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Pa3IMYHBIX MPOU3BOAUTENICH, IEHTPAIbHBIX MPOIIECCOpPax, U JIPYTUX YCKOPHUTEISX.
Cranaapt noaaep kuBajics KoaInmuel kommanuii, Bkaodas AMD, Intel, Apple u naxe

NVIDIA.

Apxutektrypa OpenCL cTpounsiach BOKpYTr aOCTPaKTHOM MOJEIH BBITIOJTHEHUS,
KOTOpasi He MPUBS3bIBANIACH K CIeU(pUKE KOHKPETHOTro obopynoBanus. [Iporpammu-
CThI OMKCHIBAIN BEIYUCIICHUS B TEPMHUHAX «PA00UUX TPYIID» U «PabOYUX dJIEMEHTOBY,
KOTOPBIC 3aTe€M BBIMOJIHSUIUCh Ha anmnapaTHOM OOECTICUeHUH APABEPOM U KOMITUJISI-
TOpoOM. DTa MoJiedb o0ecrneynBaia TMOKOCTh U CO3/1aBasia JOTIOJHUTENbHbIE YPOBHU

a0CTpaKIMU MEXy IPOrpaMMOM U KEIE30M.

Konkypenuus mexny CUDA u OpenCL oTpaxarna npoTUBOpEUYHE B UHIYCTPUU
BBICOKOTTpOoU3BOIUTENbHBIX Bhrunciennii. CUDA npesarana 6osiee TeCHYIO HHTETpa-
110 ¢ anmaparHeiM obecnieueHreM NVIDIA, uyTo gacTo mpuBOAMIO K ITPEBOCXOIHOM
IPOU3BOUTEIHLHOCTH U 00Jiee yIOOHBIM MHCTPYMEHTaM pa3padOTKH, a OMOIHOTEKH
CUDA 06b111 11y00KO ONITUMHU3WPOBAHbI 07 KOHKpeTHBIE apXxutektypsl GPU — nmosro-
My KOMIIaHUSI MOTJIa OBICTPO BHEAPATH MOIJAEPKKY HOBBIX anmmaparHbix QyHkuuii. B
To xe BpeMst OpenCL obemana nepeHoCUMMOCTh Kofla MEXKY pa3IudHbIMU Iatdop-
MaMHU, YTO ObLIO KPUTHUECKU BXKHO ISl OPTraHU3AIUN, MCTIONIb3YIOIIUX FE€TEPOTEHHYIO

UHQPACTPYKTYPY WIH CTPEMSIIUXCS U30€XKaTh MPUBSA3KU K OTHOMY MOCTABIIHKY.

[IpakTrueckuil OMBIT MOKAa3al, YTO JIOCTHUKEHHE COMOCTABMMOW MPOU3BOJIU-
tenbHOCTH Ha OpenCL yacTo TpeboBano Kyfaa O0JIBIINX YCHIUNA IO ONITUMHU3ALINN IO
KXy KOHKPETHYIO TIaT(opMy, 4TO YaCTUYHO HUBEJIMPOBAIIO IPEUMYIIIECTBA Iepe-
HocumocTH. Tem He MmeHee OpenCL coxpaHuia CBOIO HUIILY B MPUIIOKEHUSX, T11€ BaXKHA
NOJIZIEP>KKa MIUPOKOTO CIEKTpa 00OPYAOBaHMSI, TAKUX KAK CUCTEMBI KOMIIBIOTEPHOTO

3peHus Uiu TpaduuecKux MPUIIOKEHUIX, pAaOOTAIOIINX HA PA3TUYHBIX IUIaThOopMax.
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5 Pa3Butue BbicOKoypoBHeBbIX Moaeeid 1 DSL s HPC
5.1 «<HapamuBanue» adcrpakuuii ¢ TensorFlow, PyTorch, MLIR u TVM

B3pbIBHOW pOCT MAIIMHHOTO OOYYEeHHS] MU HEHUPOHHBIX CEeTel 03HaMeHOBaj
TpaHC(HOPMALIMIO BBICOKOTIPOU3BOAUTENbHBIX BBIYUCICHUI HaunHast ¢ okosio 2010-ro
roga. TpaguimonHas MojieNib pa3paboTKu, TpeOOBaBIIas OT MPOTPAMMHUCTA ITyOOKOTO
NOHUMAaHMS annaparHOW apXUTEKTypbl U PYYHOM ONTUMHU3ALMUA KAXKJIOIO aCIEeKTa
NapajuIeNIbHOTO KO, OKa3aJlach HEMOAXOAALIEN ISl HOBOM BOJIHBI HCCIIEIOBATENEN U
uH>)eHepoB B obnactu M. 1o npuBeno k co3nannio GperMBOPKOB, KOTOPBIE HE MPO-
CTO YIPOCTHJIA NMPOTPaMMHUPOBAHUE, HO KapJWHAJIBLHO U3MEHUIU caMy (hUII0COPUIO

B3aUMOJICICTBUSI pa3pabOTUMKa C BEIUUCIUTEIIBHBIMU PECYPCAMU.

OpeitmBopk TensorFlow, npencrapnennsiii Google B 2015 romy, cran omHHM
U3 TIEPBBIX MACHITAOHBIX MPOEKTOB, PEATM30BABIIMX KOHIICTIIIUIO BBHIYHCIUTEIHHOTO
rpada Kak BBICOKOYPOBHEBOM aOCTPaKIIMK HaJ T'e€TEPOTCHHBIMU BHIYUCIUTEIBHBIMH
apxutekTypamu. CrcTemMa IMO3BOJIsIa ONMUCHIBAaTh aJITOPUTMbI MAIIMHHOTO OOYYCHHS
B TEpPMHUHAX OIECpalliii HaJl TEH30paMH, aBTOMATUYCCKH PACIPEACIISIS BBIYMCIICHUS
MEXIY IEHTPAIBHBIMU TTPOIIeCCOpaMu M rpaduIeCKUMH YCKOpUTEIIMU. KiTroueBbIM
noctmwkenneM TensorFlow crana peanu3anus aBTOMaTHIeCKOro TUQGEpeHITUPOBAHUS

U ONTUMM3ALMA rpada BEIUUCICHUHN Ha 3Tarne KoMnuwisuu[1].

[Tapannensuo pasBuBancs PyTorch, Bemymennsiii Facebook Al Research B
2016 rony u MpeIOKUBIINN aJBTEPHATUBHYIO MMAPAIUTMy TWUHAMUYECKUX BBIUNCIIU-
TEJNBbHBIX TPadoB, KOTOPHIE CTPOATCS B MPOLECCE HCHOIHEHHUS MPOrpaMMbl. DTOT
noaxof o0ecredns OOJbIIYI0 THOKOCTh ISl MCCIIEOBATENbCKUX 3a7a4 U yIPOCTHII
OTJIAJKy, COXPAHUB MPH 3TOM CHOCOOHOCTH K 3¢ (deKkTuBHOMY BbInoiaHeHu0 Ha GPU
yepe3 cuctemy aBromarnueckoi renepanuu CUDA-kepHenoB. Apxurekrypa PyTorch
IPOJAEMOHCTPUPOBAIIA, YTO BHICOKHI ypOBEHb a0CTpakimu He 00s3arenbHO TpelOyer
KEPTB B IPOU3BOAUTEIBHOCTH, €CIIU IPOMEKYTOUHBIE PEACTABIEHUS CIIPOEKTHPOBA-

HBI TIPaBUJILHO[4].

Kputnueckoit npobiemoil 060ux (PppelMBOPKOB CTana UX MPUBA3AHHOCThH K
cneuu(UYHBIM JOMEHAM U OTpaHWYEHHAasl IEPEHOCUMOCTh ONTUMU3ALUN MEXIY pa3-

JUYHBIMU TUMAMU OIepaluil U anmaparHeix miaatdgopm. OTBETOM Ha 3Ty MpodIeMy
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ctaio coznanne MLIR (Multi-Level Intermediate Representation), aHoHCHPOBaHHOTO
xomanaou Google B 2019 rogy. MLIR npeacraBmin nepapXudecKyro CHCTEMY IpOMe-
KYTOUYHBIX TPEICTABICHHH, IN€ KaXAblii YPOBEHb COOTBETCTBYET OMNPEICICHHOMY
YPOBHIO a0CTPaKIIMU OT BHICOKOYPOBHEBBIX OMEPAIM MAITMHHOTO OOy4YeHHUs 10 HU3-
KOYPOBHEBBIX MHCTPYKLMH LeJIeBOM apxuTekTypbl. DyHaamenrtanpbHas uaes MLIR
3aKJII0YaIach B CO3/IaHUU PACIIUPSIEMO HHPPACTPYKTYPHI, ITO3BOJISIONICH Pa3TUIHBIM
JIOMEHHO-CIIEIU(DUUHBIM SI3bIKaM U KOMITUJISITOPAM COBMECTHO MCIIONB30BaTh OOIIHE

ONTUMH3ALMOHHBIE POXOABI U TpaHCchopMauu(S].

IIpoekr TVM, Hayarslii UCCIENOBATEIAMU W3 yHUBEpCHUTETa BamuHITOHa B
2017 romy, coxkycupoBayicsi HA aBTOMATUYECKON ONTUMHU3AIMU U T€HEepaluH Koja
JUIsl pa3HOPOAHBIX anmnaparHbiX miatdopm. TVM BBesn KOHIENIIUIO aBTOMAaTHYECKOTO
IUTaHWPOBaHUA uepe3 cucrteMy template-based code generation ¢ mocnemyromum
ABTOMAaTU4YE€CKUM TIOHHMHIOM IPOU3BOAUTEIBLHOCTH. CUCTEMA HUCIIONB3YET MAIIMHHOE
oOyueHue ISl MpecKa3aHus ONTUMAJIbHBIX KOH(UTYpaIMil KEpHEIOB Ha OCHOBE Xa-

PaKTEPUCTHUK OTNEPAIIHil U 11eJIeBOro o0opymoBanusi|2].

Ponb mpoMexyTOUHBIX MPEACTABICHUN B 3TOM 3BOJIOLNAM KpaiiHe Beiauka — IR
CTaJu HE MPOCTO TEXHUYECKUM apTe(akToM mporecca KOMIUWISIUU, HO KIIOYEBBIM
MEXaHU3MOM, MO3BOJISIONIUM Pa3Ae/iuTh CieUPUKALMIO AITOPUTMA OT AeTanei ero
peanu3ali Ha KOHKPETHOHM ammapatHoil ruiardgopme. MHOroypoBHEBas CTPyKTypa
coBpeMeHHbIX IR 1T03BOJISIET MPOBOAUTH ONTUMM3ALMK HA PA3NMYHBIX YPOBHSIX a0-
CTpPaKUMU: OT anredpanyecKkux YIMPOILICHUW U ONEpPaTOpHOrO CIUSHUS Ha BEPXHUX
YPOBHSX 0 ONTUMHU3ALMHA UCIIOJIB30BAHUS NTAMSITH U BEKTOPU3ALMU HA HUKHUX. DTO
CO31aJ710 BO3MOXKHOCTB ISl KOMIIO3ULIUKA ONITUMHU3ALUHI, TAE BBICOKOYPOBHEBBIE TPAHC-

(opMalvy OTKPBIBAIOT BO3MOYKHOCTH JJI1 HU3KOYPOBHEBBIX, 1 HA00OPOT.

Aromatnyeckas renepauuss CUDA u OpenCL kepHENOB AOCTHUIVIA YPOBHS,
KOTJa JIJIi MHOTMX KJIACCOB OIEpalnil TeHepUpyeMblid KOJI CPAaBHUM WIIA IPEBOCXO-
JTUT TI0 TMPOU3BOAUTEIBHOCTH KOJ, HAIMCAHHBIA BPYYHYIO 3KCIEpPTaMHU. DTO CTAJIO
BO3MOXKHBIM OJ1arofiapsi CHCTeMaTH4eCKOMY HCCIIEIOBAaHUIO MPOCTPAHCTBA ONTUMM3A-
IIUH, BKITIOYAIOIIETO BBIOOP pazMepa OJ0KOB, CTPATEruu UCTIOIB30BaHUS Pa3IesieMO
NaMsITH, Pa3BEPTHIBAHUE LUKIOB U JIpyrue napamerpbl. COBpEeMEHHBIE CUCTEMBI UC-

IMOJIB3YIOT KOM6I/IHaIlI/IIO AHAJIMTHYCCKHNX MO,HCHCﬁ IMPOU3BOAUTCIbHOCTHU U SMIIUPHUYC-
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CKOI'O HpO(I)I/IJ'II/IpOBaHI/ISI JJI HaBUT'allUM B OKCIIOHCHIMAJIBHO OO0JIBIIIOM IMPOCTPAHCTBC

BO3MOXKHBIX KOH(HUTYpaIIHii.
5.2 DBoJronuA «napaIeM3Ma 1o yMOJI4aHHI0»

Konmnenius «mnapamienn3Ma Mo yMOJTYaHUIO» IpeTepIiesa CyleCTBEHHYIO 3BO-
JIOLUHMI0 OT UAEH SBHOTO MapajulesIbHOrO MPOTpaMMUPOBAHUSL K MOJENH, IJie mapai-
JIeJIU3M U3BJIEKAETCA U YNPABISAETCS aBTOMAaTUYECKU KOMITMISIHMOHHOW MH(]pacTpyK-
Typoil. DTOT mepexoi OoTpakaeT (pyHAaMEHTaIbHOE HM3MEHEHUE B PACIPEICICHHUU

OTBCTCTBCHHOCTHU MCXKIY MMPOTPAMMHUCTOM U MHCTPYMCHTAPHUCM.

PanHMe MOMBITKM aBTOMAaTHYECKOTO IMapajuiesin3Ma — KOTOpble 0003peBaUCh
MHOU paHee — JEeMOHCTPHUPOBATIU OTPAaHUUYCHHYIO 3(P(HEKTHBHOCTh M3-32 CIOXHOCTH
aHaJIM3a 3aBUCUMOCTEH M HeJocTarka MHGOpMAIMM O HAMEPEHUSX MPOrpaMMUCTA.
Hogas BonHa cucTemM aBTOTIOHMHIA U3MEHUJIA MOAXO/I: BMECTO MOIBITOK aBTOMATHYE-
CKM OOHAPYKUTD Mapajieu3M B MOCIIEI0BATEIILHOM KOJIE, CHCTEMBI CTaIN TPeOOBaTh
OT MPOrpaMMUCTa SBHOM CrEeNU(pUKALUUA MapaUIETbHON CTPYKTYpbl ajlropuTMa Ha
BBICOKOM YpOBHE abCTpaKIlnu, 6epsi Ha ceds OTBETCTBEHHOCTh 32 BRIOOP ONTUMAJIbHBIX

mapaMCTpOB UCITIOJTHCHUA.

[Ipoext Halide, npencrasnennsiiit MIT B 2012 rony, cran nuoHnepom B 001acTH
NEKJIApaTUBHOIO MNPOrpaMMHpOBaHus 1 o0paboTku u3oOpaxenuil. Halide BBen
paszzeneHue anropuTMa U paciucaHie ero UCTOTHEHUS: TPOTPAMMHUCT OTHCHIBACT BbI-
YHCIeHUE MAaTeMaTUYECKH, a 3aTeM OTAEJbHO BHIOMPAET CTPATETUIO NapasuleIn3alny,
TalinMHra u Bekropusauuu. Pazpaborunku Halide monsiin, 4To A1 MHOTHX KJIacCOB
aJITOPUTMOB CYIIIECTBYET MHOXKECTBO (PYHKIIMOHAIBHO YKBUBAJIECHTHBIX, HO pa3inya-

IOIIUXCS TI0 TTPOU3BOIUTEIHFHOCTH CIIOCOOOB OpraHU3alliy BeIYUCIeHH[32].

Cucrtemsl aBTOoTIOHMHTA, Takue kak OpenTuner[16] u AutoTVM, pa3Bunu 3ty
UJCI0 NaJblIe, IPUMEHSSI METOIbl MATUHHOTO 00y4EHHUS JIsl aBTOMATUYECKOTO UCCe-
JIOBAHUS TIPOCTPAHCTBA BO3MOXKHBIX PACIUCAHUUN BBINOIHEHUS. BMeCTO TOro 4T0oObI
TpeboBaTh OT MPOrpaMMHUCTA BPYUHYIO CHIEUPUIIIPOBATh ONTUMAIILHOE pacluCcaHue,
3TH CUCTEMbI MOTYT aBTOMATUYECKU HAUTH OJIU3KOE K ONTUMAJILHOMY PEIICHHUE Yepe3

UTEPATUBHOE MPOPUIMPOBAHNE PA3TUUYHBIX KOHPUTYypaluil. ITOT MOAX0A 0COOEHHO
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IIEHEH MPU MOPTHPOBAHWHU KOJA HA HOBBIE allllapaTHble IUIATGOPMBI, TJE UHTYHITHS,

pa3zpaboTaHHast 1711 OTHON apXUTEKTYPbI, MOXKET HE pad0TaTh JJIs IPYTOH.

CoBpeMEHHBIE CUCTEMBI TAKKE UHTETPUPYIOT aJaliTUBHBIE CTPATETUN UCTIOJIHE-
HUS, TJI€ pelieHus: 00 ONTUMHU3ALMKY TPUHUMAIOTCS YACTUYHO BO BPEMsI BBITTOJIHEHHUS
IpOrpaMMbl Ha OCHOBE (PAKTUYECKHX XapaKTEPUCTHK JAHHBIX U TEKYLIEH 3arpy3ku
CUCTEMBI. DTO 0COOEHHO Ba)KHO JIJIsl TETEPOr€HHBIX CUCTEM, IJI€ ONITUMAJIbHOE pacIipe-
nenenue padotel Mexxy CPU u GPU mMoxeT 3aBUceTh OT pa3Mepa BXOJHBIX JaHHBIX U

JOCTYIMHOCTHY BBIUMCIIUTEIBHBIX PECYPCOB B KOHKPETHBIA MOMEHT BPEMEHH.
5.3 U3menenue ¢pusiocopuu nporpaMMupoOBaAHUSA

Tpauchopmarus moaxona K BEICOKOIPOU3BOIUTEIHFHOMY TTPOTPAMMHUPOBAHUIO
B 2010-X romax orpaxkaet 6oJsiee IyOOKHe n3MeHeHusI B huitocodun pa3paboTKH Mpo-
rpamMmHoro obecneuenus. Tpaaunuonnas moaens HPC-niporpamMmupoBanus mpenro-
jarajna, 4To ONTUMabHasi TPOU3BOIUTEILHOCTh JOCTUTAETCS TOIBKO Yepe3 ryOokoe
MOHMMAaHHE anmnapaTHOW ApXUTEKTYpPhl U THIATEIbHYIO PYYHYIO ONITUMHU3ALMIO KaX10-
ro acnekTa kojaa. [IporpaMmucT OpUT 00513aH yNpaBIsATh UEPAPXUEH TAMSITH, pacpe/e-
JeHrueM pabOThl MEXKy BBIYUCIUTEIbHBIMU OJIOKaMU, BEKTOPU3ALMEH U MHOKECTBOM
IPYTUX JETanell HU3KOrO0 YPOBHS. DTO JEMOKPATU3UPOBAIO JOCTYH K BBIYMCIUTEIb-

HOU MOITHOCTHU U YCKOPHUJIO MHHOBAIIUU B IMTPUKIIAIHBIX o0acTIX.

HoBas mapaaurma nepeHocuT OKyc MporpaMMucTa ¢ ONTUMHU3ALUU peaan3a-
UM Ha cHelH(UKAINI0 MOAETH U anropuTMa. [IporpamMmmucT onpenenser mareMaTH-
YEeCKyI0 CTPYKTYpPY BBIYHCIICHUH, a UCHOJb3yeMas MH(pacTpyKTypa OepeT Ha celds
OTBETCTBEHHOCTh 32 ONTUMU3ALMIO0 MCIOJHEHUS. JTO U3MEHEHHE HE O3HAYaeT, YTo
IPOU3BOIUTEIBHOCTD CTaja MEHEE Ba)KHOM, HO UTO METOIbI €€ JOCTIKEHUs (PyHIa-

MCHTAJIbHO N3MCHUIINCE.

KpI/ITI/I‘{€CKI/IM (I)aKTOPOM, ACJIAaIOIIUM 3TOT MMOAXOJ BO3MOKHBIM, CTAJIO pa3BU-
THUC KOMITUJIATOPOB, CIIOCOOHBIX 3(1)(1)CKTI/IBHO TPaHCIIMPOBATb BICOKOYPOBHEBEIC CIIC-
LII/I(bI/IKaL[I/II/I B OHTI/IMI/IBI/IPOBaHHI:Jﬁ MaIlIMHHBIN KOJ. COBpeMCHHBIC KOMITUJIATOPBI AJIA
MAaIlluHHOTO O6Y‘I€HI/I5[ HCIIOJIB3YIOT KOM6I/IHaHI/IIO KIIACCUYCCKHUX OIITHUMU3AaILIMOHHBIX
TCXHUK, O3BPUCTUK, OCHOBAHHBIX Ha JOMCHHBLIX 3HAHUAX, © MCTOAOB MAllIMHHOTI'O O6y—

YCHUA NI HABUTallMKM B CJIOKHOM ITPOCTPAHCTBEC BO3MOKHBIX pCaJ'H/I?:aHHﬁ. Cucrema
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Tiramisu, HampuMep, UCTIOIB3YET MOIUAAPATHLHYIO MOJETh KOMIWIISIIIUY JIJIsT aBTOMa-

TUYECKOW ONTUMU3AINY JIMTHEWHON anreOpsl U CBEPTOUHBIX orneparuid[ 17]

OpHako BaXKHO MPHU3HATh, YTO ITOT MEPEXO]l HE ABIAETCS aOCOMOTHBIM. [[s
KPUTUYECKUX MO MPOU3BOAUTEIBHOCTH MPUIOKEHUN WIM MpU padOTe C HOBBIMH,
elle He MOJJEp>KaHHBIMU CTaHJIAPTHBIMU (periMBOpKaMHU NATTEpPHAMM BBIUYKCIECHUH,
3HaHWE HU3KOYPOBHEBBIX JI€Tallel ocTaercs HeoOxoauMmbIM. bonee Toro, paspaborka
CaMUX KOMIWISIHMOHHBIX UHPPACTPYKTYp TpeOyeT myOOKOro MOHMMaHUsl KaK BBICO-
KOYpPOBHEBBIX a0CTpaKIMi, TaK 1 HU3KOYPOBHEBBIX JI€TaJIel annapaTHoi pean3aiuu.
MOoHO rOBOPUTH O CIIELMAIA3ALUYU POJIeH: OONBIIMHCTBO TPOrPAMMUCTOB pabOTAIOT
Ha YPOBHE BBICOKOYPOBHEBBIX a0CTPaKIIMii, B TO BpEMS KAK OTHOCUTEJILHO HEOOIbIIIAs

rpynna 3KCHIepTOB Pa3BUBAET HHPPACTPYKTYPY, AETAIOIIYIO 3TO BO3MOKHBIM.

OBOJIOIUSL TAKXKE HW3MEHUJIA KPUTEPUHU OLEHKHU YCIEIIHOCTH MPOrpaMMHBIX
pemenuii. Ecnu paHee 0OCHOBHON METPUKOW ObLIO JIOCTHXKEHHE MaKCHUMaJIbHOUM Ipo-
U3BOJAUTEIBHOCTH HAa KOHKPETHOW amnmapaTtHod KOoH(UTrypaluu, TO COBPEMEHHBIC
CUCTEMBI OIIECHUBAIOTCSI 110 CIIOCOOHOCTH 00ECIIEUUTh XOPOITYIO MPOU3BOAUTEIBHOCTD
Ha HIMPOKOM CIEKTPE apXUTEKTyp ¢ MUHUMAaIbHBIMU MofuduKausamu koaa. «llopra-
TUBHOCTBY» NIPOU3BOJUTEIHLHOCTH CTaJIa HE MEHEe BayKHOM, UeM a0COJI0THAs TPOU3BO-

AUTCIIBHOCTD.

Bynyiiee pa3BuTre 3TOro HampapieHUs, BEPOSATHO, OyE€T XapaKTepU30BaThCs
JaJTbHENIINM MOBBIIIEHUEM YPOBHS a0CTPaKUMU U UHTErpaluuen 0osee IpoaABUHYTHIX
METOJI0B aBTOMAaTU4€CKOM ONITUMM3ALIMH, BKIIKOYAs HCIIOJIb30BaHNE CAMUX HEMPOHHBIX

ceren AJIA IIPCACKAa3aHuA OIITUMAJIbHBIX CTpaTeFI/Iﬁ KOMITUJIALINHA.
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6 Cmena mapaaurm: ucTtopuko-puiaocodgpckuii aHaIu3
6.1 Ilonxox KyHa: mapagurMel 1 HayYHbIe PEeBOJTIOLMH

Konnenius Hayunbix pesontouuid Tomaca KyHna, usznoxxeHHas B ero pyHJIaMeH-
TanpHO pabore «CTpykTypa HayuHblx peBomonuiin[25]. Comacuo Kyny, HaydHoe
3HaHWE PA3BUBAETCS HE JIMHEHHO U KyMYJISTHUBHO, & Yepe3 MEePUOJbl «HOPMAIbHOU
HayKW», IpepbIBa€Mble paJuKaabHBIMU cMeHamu napaaurM. B kontekcre HPC nmono6-

HasAg JUHAMHWKaA IMPOABIIACTCA C 0COOEHHOM OTYETINBOCTBIO:

- MEepexoj] Ha BEKTOPU3AILUI0 B KOHTEKCTE BBICOKOIPOU3BOAUTEIBHBIX BBIUUC-
JICHMH;

- 3aTeM Iepexo/l K MaCCOBOMY Napalieliu3my;

- MOTOM MNPHIILIO ToKoJeHue Beiunciennit Ha GPGPU;

- npuxox DSL u aBTOreHepanuu Kosia Mbl BUJUM B HACTOAILEE BPEMSI.
6.2 IIpodsiema «annmapaTrHo-3aBMCHMOI0 IPOIPAMMHMPOBAHMS»

dyHnameHnTanbHas npobnema B ucropun HPC 3akitouaercss B HEKOTOpOH mep-
HNEHAUKYISIPHOCTH B3IAI0B, MEXAY CTPEMIIEHUEM K YHUBEPCAIBHOCTH MPOTPAMMHBIX
a0CTpakuuil 1 Hen30€KHON 3aBUCUMOCTBIO OT CHEU(PUKH allapaTHOro 00eCreYeHus .
OTOT KOHQIUKT UMEET NIyOoKkue (PpuiaocoPcKkue KOPHH, BOCXOMSIIHE K TUXOTOMHUHU

MEXAY UACaTbHBIM U MaTepHaIbHBIM, MEXIY (POPMOIL U coepKaHUEM.

Hctopust neMOHCTpUPYET UMKINYECKUN NTATTEPH: Ka)K/1asi HOBAs dI0Xa HaYMHa-
€TCS1 C TIOBBILIEHUSI YPOBHA a0CTPaKIIUU, HO MOCTENEHHO MPOrPaMMHUCTHI BEIHYK/ICHBI
CIIyCKaThCs K 00JIee HU3KUM YPOBHSM JUISI IOCTHKEHUS IPUEMIIEMON TTPOU3BOIUTEIb-
Hoctu. [lepexon ot Fortran k MPI ka3ancs marom Hazaz B 1j1aHe ynoOCTBa IIporpam-
MUPOBaHMS, HO ObLT HE00X0IUM 1J1 3 (HEKTUBHOTO UCIIOIB30BAHUS PACIIPEACIICHHbBIX
cucteM. AnanornyHo, CUDA npezacraBisieT co00il OTHOCUTEILHO HU3KOYPOBHEBBIM
UHTEPPENC MO CPaBHEHUIO C TPAAUIIMOHHBIMU TOCIEIOBATEIbHBIMU SI3bIKAMU, HO

o0ecreynBaeT KOHTPOJIb, HEOOXOAUMBIN JUIst 3P pexTrBHOrO Mcnonb3oBanus GPU.

CoBpeMEHHbIE MONBITKM CO3JaHUSl YHHUBEPCAIBHBIX MOJENEH, Takhe Kak
OpenCL u SYCL, cTtpemsTcs HailTh OanaHC MEXIy MOPTHPYEMOCTBIO U IPOU3BOIU-

TCJIIBHOCTBIO. OI[HaKO IIPpaKTHUKa IMOKAa3bIBACT, YTO JOCTHKCHHC IIPOU3BOAUTCIBHOCTH,
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COTOCTaBUMOM ¢ IaTHOpMO-CIEITU(DUIHBIMU PEMICHUSIMH, YACTO TPeOyeT HCTOIb30-
BaHUS PACHIMPEHUIA U ONTUMU3AINH, CTIEU(PUIHBIX JJIT KOHKPETHOTO 000pyIOBaHHUSI.
DTO MOATBEPKIAET TE3UC O TOM, YTO (PU3NUYECKHE OTPAHNUYCHHUS aNapaTHOTo odecre-

yeHus1 QyHIaMEHTAIBHO BIUSIOT Ha CTPYKTYPY 2 (HEKTUBHBIX BHIYUCICHHM.
6.3 Tekyumue JMCKYCCUM B HAYYHOM C0001LeCTBE

CoBpeMeHHbIH naHamadT BbICOKONPOU3BOAUTENIbHBIX BRIUUCIECHUN XapaKTepu-
3yeTCsl HapS>KEHHBIMU Jle0aTaMi OTHOCUTENIBHO OyAyIIEro mporpaMMHBIX MOJIENIEN U
¢unocodun pa3BuTus TeXHONOTUH. LleHTpaibHAsl TUHUSA 3TUX TUCKYCCUN MPOXOAUT
MEXAY IPONPUETAPHBIMUA U OTKPBITBIMU CTaHAAPTAMU, YTO OTPaKaeT Oosiee MUPOKHIA
KOH(JIUKT MEXITY KOMMEPUECKUMHU UHTEpECAMHU U HAyYHBIMU HJI€AJIAMU OTKPBITOCTH

1 BOCIIPOU3BOANMOCTH.

CUDA o0sicTpo ctana ne-hakto cranmaptoM ajisi nporpammupoBanusi GPU B
HAyYHBIX BBIYMCIICHUSX W MAIIMHHOM oOyudeHuu. OIHAKO MpompueTapHas mpUponaa
CUDA co3naer cyiiecTBeHHbIE MPOoOIeMBbI JIsl HayuyHOTO cooOlecTsa. MccienoBanus,
ocHoBanHbsie Ha CUDA, npusszansl k o0opynoBanuio NVIDIA, yto orpanuuuBaer
BOCIIPOM3BOJIUMOCTh M CO3JA€T 3aBUCUMOCTh OT €IMHCTBEHHOIO IMPOU3BOIUTEIIS.
Kpome Ttoro, 3akpeitocte CUDA npoTUBOPEUNUT MPUHLMIAM OTKPBITOW HAYKH, TIIE
BOCIIPOM3BOJIUMOCTh W HE3aBHCUMAas BepuUKAIUs SBISIOTCS (QyHIaMEHTAIbHBIMHU

OCHHOCTsIMU.

OpenCL 011 3ayMaH Kak YHUBEpCaIbHAs albTepHATHBA MPOTPHUETAPHBIM pe-
merusM. Ounocodust OpenCL Boriomaer uaeanbl OTKPBHITOCTH UM MOPTUPYEMOCTH:
EIMHBIA KOJ MOXKET HUCIOJHATHCS Ha TpOIeccopax pPa3IudHBIX MPOW3BOAUTEIEH,
Bkitouast CPU, GPU u FPGA. Onnako Ha npaktuke OpenCL CTONKHYICS C CEpbE3HbI-
MU TPYTHOCTSIMHU — PA3IUUUS B PEATH3ANUAX MEXITY MPOU3BOAUTEISIMH, OTCYTCTBHE
€MHONW DKOCUCTEMBbl MHCTPYMEHTOB M OHMONIHMOTEK, a Takke 4dacTto Ooyee HHU3Kas
IPOU3BOIUTEIHLHOCTH 10 CPABHEHUIO C MIATHOPMO-CIeITUUIHBIMY PEIICHUSIMH OTpa-

HHUYUIIN CI'O IIPUHATHUC.

SYCL, pa3zpaborannsiiit Khronos Group u BriepBbie BbiyiieHHbIH B 2014 roxy,
IpesICTaBIsIeT cOO0M MONBITKY MoaepHU3UpoBaTh noaxon OpenCL uepes ncnonb3oBa-

HUE coBpeMeHHBIX Bo3MokHOCTEe C++[33]. SYCL cTtpeMurcs coeAuHUTh ya100CTBO
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BBICOKOYPOBHEBOTO IIPOTPAMMHPOBAHUS C TIPOU3BOAMTECIHBHOCTHIO M IOPTHPYEMO-
cthio. [IpoekTsl, ocHoBanHbIe Ha SY CL, — Hanpumep, oneAPI ot Intel, — mpencrapmnstor
BHJICHHE OYJIyIIIETO, B KOTOPOM €IMHAs KO/10Bas 6a3a MoKeT 3(PPEKTUBHO UCIIOTHATHCS
Ha Pa3HOPOJHBIX apXHUTEKTypaX. OJHAKO OCTAETCS OTKPBITBIM BOMPOC, CMOXKET JIH
SYCL npeononers pyHIaMeHTaIbHOE MPOTUBOPECUNE MEXKIY YHHBEPCAITHBHOCTHIO H

ONTUMAaJIbHOM IMPOU3BOAUTCIILHOCTLIO.

Juckyccus o OyylieM HU3KOYpPOBHEBBIX SI3bIKOB ITPOTPaMMHUPOBAHMS OTPAKAET
Oonee miyOokuil uocockuili BOpOC O MPUPOJE BBIYUCIUTEIHHON aOCTpaKIUu.
C onHOU CTOpPOHBI, CYHIECTBYET TEHJACHLMS K MOBBIIICHUIO YPOBHS aOCTpaKLuH,
BOIUIOUIEHHas: B pa3Butud DSL u aBromarnuyeckod reHepanuu koxa. Halide, TVM
U MOAOOHBIE CHUCTEMBI JIEMOHCTPUPYIOT, YTO JJIi MHOTMX KIJIACCOB HPHIOKECHHM
BO3MOXXHO aBTOMAaTHYECKH T€HEpUPOBaTh BHICOKOAI(D()EKTUBHBIN KO U3 BHICOKOYPOB-
HeBbIX crnenudukanuii. C Ipyroil CTOPOHBI, CYIIECTBYIOT BECKHE apryMEHTHI B
[I0JIb3Y COXPAHEHMS 3HAUMMOCTH HU3KOYPOBHEBOIO MporpamMmupoBanus. [losBienue
HOBBIX apXUTEKTYp, TAKMX KaK KBaHTOBBIE KOMIBIOTEPHI, HEHPOMOP(HHBIE CUCTEMBI
U CIIEIUATU3UPOBAHHBIE YCKOPUTENH ISl MAIIMHHOTO 00y4YeHUs, TpeOyeT IIyOOKOro

MOHUMAaHUS anmnapaTHoro YPoBHS i Y)(PEKTUBHOTO UCTIONB30BAHUSI 3TUX CUCTEM.

CoBpeMeHHOE COCTOSIHUE MOXKHO OXapaKTepH30BaTh Kak MEpHO/| TUTIOpain3mMa
U dKcTiepuMeHTUpoBanus. HayuHoe cooO1iecTBO MPU3HAET, YTO Pa3IUuYHbIC MOAXOIbI
UMEIOT CBOU 00JIACTH TPUMEHUMOCTH, U BMECTO TTOMCKA €IMHCTBEHHOTO YHUBEPCAJIb-
HOTO pelIeHus] HaOII0MAeTCsl PA3BUTHUE IKOCUCTEMBI B3aUMOJIOIOIHSIOMINX TEXHOJIO-
rUil. DTOT IUTIOpAIN3M OTPaXKaeT 3peJOoCTh OONACTH, MPU3HAIOUIEH CIOKHOCTh U
MHOT000pa3re BBIUUCIUTENBHBIX 3a7ad, HO TaKXe CO3JaeT BBI3OBBI JJI OOyUEHHS

CIICOUAIIMCTOB U IMOAACPIKAHUS KOAOBBIX 0as.
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7 CBsi3b HCTOPUYECKOI IBOJIIOIUN C COBPEMEHHOM HAYYHOM 3a/1a4eil

7.1 Heo0xoaumocTh HOBBIX a0cTpakuuii 1 ruopuaabix CPU+GPU cu-

CTEM

CoBpeMeHHbIE reTepPOreHHbIE BEIYMCIUTEIbHBIE CUCTEMBI IPEJCTABISAIOT COO0M
KaueCTBEHHO HOBYIO MapagurMy, TpPeOYIOIIyl0 MEPEOCMBICIECHUS TpPaJAUILIMOHHbBIX
NOAXOAOB K IMPOTPaMMHUPOBAHUIO M ONTHUMHU3ALMU. B OTInMuMe OT KIacCHYECKUX
napajiebHbIX apXUTEKTYP, I1I€ BCE MPOIECCOPHBIE AIEMEHTHI ObLIM OJHOPOIHBIMH,
rudpugasie CPU+GPU cuctembl XxapakTepusyroTcsl paJuKalbHON acCUMMETpPUEN BbI-

YUCIIUTENBHBIX PECYpPCOB[27].

LlenTpasibHbIE MPOLECCOPHI ONITUMU3UPOBAHBI JJIS1 BHIIIOJIHEHUS CII0KHOM JIOTH-
KU yNpaBleHUs, pabOThl C HEPETYISIPHBIMU CTPYKTYpaMHU JIaHHBIX U MUHUMU3AIMH
3aJIepKeK OTHIEIbHBIX omnepauuil. ['paguueckue nporeccopsl, HAIPOTUB, TOCTUTAIOT
MaKCUMaJIbHON NPOU3BOAUTEIHLHOCTH HAa MACcCOBO NapajuIeNIbHBIX 3ajladax C pery-
JSIPHBIMU TIATTEPHAMHU JOCTYIA K MaMSITH U BBICOKON apu(MeTH4ecKoi HHTEHCUBHO-
cThIO[24].

[Ipobnema ycyryOnseTcsi CIOXKHOCTbIO HEpapXWHM MaMsTU B TETEPOTSHHBIX
cucteMax. TpaJWLIHUOHHBIE MOAEIH MPOrpaMMHUPOBAHUS HE MPEIOCTaBIAOT 3 dek-
TUBHBIX MEXaHU3MOB I YIPABICHUS MEPEMELIEHUEM JTAHHBIX MEXKIY Pa3IUYHbIMU
anpecHbiMu npoctpancTBamMu CPU u GPU, 4yTo MOXET NpUBOAUTH K 3HAYUTEIbHBIM
HakJagHeIM pacxonaMm. CoBpeMeHHble aOCTpaKIUMU JOJDKHBI O00ecredyrBaTh aBTOMa-
TUYECKYI0 ONTHUMM3AIMIO MEpPEeNayld JAaHHBIX, YUUTHIBAs KaK OOBEMbI KOMHUPYEMOt

I/IH(I)OpMaHI/II/I, TaK 1 BOBMOXHOCTH IICPCKPBITUA KOMMYHI/IKaLII/Iﬁ C BBIYUCJICHUSAMMU.

Jlns 3ajad MammHHOTO OOy4yeHus M TiIyOOKoro oOydeHus, TJe HH(EpeHC
MoJiesiell TpeOyeT BBIMOIHEHHS MMOCIEA0BATEILHOCTH PA3HOPOJHBIX ONepalui, Heoo-
XOIUMBbl aOCTpPaKIMKU, CIIOCOOHBIE AaBTOMATHYECKHU PACHPENESATh pa3IUyHbIE CIIOU
HelipoHHbIX cerelt Mexay CPU u GPU B 3aBMCHMOCTH OT MX XapakTepUCTHK[3].
HekoTtopslie onepanuu, Takie Kak HeOOIbIINE MOTHOCBA3HBIE CIOM WM HOpMaTU3alUs
Oaryeil Majoro pa3mepa, MoryTt 3@dexruBHee BoinonHATbcS Ha CPU, B To BpeMs Kkak

KPYIIHbIE CBEPTOYHBIE CJIOM JIyUllIe JIOXKATCS Ha MaCCUBHO napaiuienbHble sapa GPU.
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3akiiroueHue

[IpoBenéunpiit UICTOPUKO-DUITOCODCKHI aHATTN3 IBOJIOIUY SI3BIKOB U MOJIETIeH
IIPOTPAMMHUPOBAHUS [JI1 BBICOKOIIPOM3BOAUTEIIBHBIX BBIYMCICHUN JIEMOHCTPUPYET
3aKOHOMEPHYIO MOCIEN0BaTeNbHOCTh cABUIOB mapaaurM. Ot Fortran kak mepBoro
BBICOKOYPOBHEBOTO SI3bIKa JIJII HAYYHBIX BBIYMCICHUN 00JaCTh MPOIIIAa Yepe3 OXH
BEKTOPHBIX CYIEPKOMIIBIOTEPOB, MAaccoBOro mnapasienusMma, pepomtounn GPGPU-
BBIYKMCIICHUN M TMPHUILIA K COBPEMEHHOMY 3Tally JTOMEHHO-CIENU(DPUUHBIX S3BIKOB U

aBTOMAaTUYECKOM reHepanguun KoJaa.

IIpumenenue koHuenuuu HayyHbix pesomonuil Tomaca Kyna x pazsuturo HPC
BBIIVISIIUT JIOTUYHBIM U 000CHOBaHHBIM. Kaxkaas cMeHa mapagurM COIpPOBOXKAANIaCh
(yHITaMEHTAJIbHBIM MEPEOCMBICIICHHEM 0a30BbIX IMPHUHIMIIOB MPOrPaMMHUPOBAHMS U
U3MEHEHHEM pacIpeesieHuss OTBETCTBEHHOCTH MEXKy MNpPOrpaMMHCTOM U HUH(pa-

CTPYKTYPOH KOMIIUISATOPOB.

CoBpeMEHHOE COCTOSIHUE OOJIACTU XapaKTEpU3YeTCsl TPEMs ONPEEIISIOIUMU
TeHAeHuuAMU. [1epBoii siBnsieTcs yHupUKaLMs TPOMEXYTOUHBIX IIPEJCTaBICHUHN Yepes
npoektsl Thna MLIR, co3naronue yHuBepcaabHy0 HHPPACTPYKTYpy pa3pabOTKU U
ontuMu3anuu. Bropoil cramo Bo3pactaHue posnn (peiMBOPKOB M KOMIMJISATOPOB,
CIIOCOOHBIX aBTOMAaTHYE€CKU I€HEPUPOBAThH KOJI, KOHKYPHUPYIOUIUH MO MPOU3BOIUTEb-
HOCTH C PYYHBIMU ONTUMU3ALMAMU. TpeTbell TeHACHIIMEH SBISETCS TOMUHUPOBAHKE
rubpugaeix CPU+GPU apxutektyp, TpeOyrOmMX KaueCTBEHHO HOBBIX a0CTpaKIMii

AJIs1 aBTOMATHYCCKOI'0 pacCinpeaCiICHUA BBIUMCJICHUM.

Bynyiiee BEICOKOTTPOU3BOIUTENBHBIX BBIUUCICHUH, TO-BUIUMOMY, Oy/IeT ompe-
JIEJSITHCS. MHOTOYPOBHEBBIMHU KOMITHIIATOPAMH, CTIOCOOHBIMH TPAHCIUPOBATH BHICOKO-
YpOBHEBBIC CHEIU(UKAIIMN B ONTUMU3UPOBAHHBIN KO JUISI KOHKPETHBIX TUIaTHOpM
C WCTOJIb30BAaHWEM METOJOB MAIIMHHOTO OOY4YEHUS /I aBTOMAaTHYECKOTO HCCIEO-
BaHMUS MPOCTPAHCTBA ONTUMM3ALMK. PydHOE HU3KOYypPOBHEBOE IIPOrPAMMHUPOBAHUE
COXPAHUTCS KaK y/el Y3KOCTeIHaIU3UPOBAHHBIX SKCIIEPTOB, PAOOTAIOIINX HAJl CaMOM
UHOPACTPYKTYpPOU KOMIHIATOPOB. JIJIsi MPUKIATHBIX 3a/lad KPUTUYECKOE 3HAYCHHE

HpI/IO6p€TéT ABTOMATHUYCCKAA I'CHCPAlUA KOJa 110 KOHKPCTHLBIC allllapaTHbIC KOH(l)I/II“y-
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panunu, 94TO IIO3BOJUT AOCTHUIATh IIOPTATUBHOCTHU ITPOU3BOAUTCIIBHOCTH 0e3 KCPTB B

3¢ HEKTUBHOCTH.

Ucropuko-punocodckuit aHanims3 uMeeT CylieCTBEHHOE 3HaUYeHue JIJIsl TOHUMa-
HUS JIOTUKU CMEHBI MapaJurM U MPOTrHO3UPOBAHUS OyyIIMX HAMPABICHUN Pa3BUTHS.
Hcropust 1eMOHCTPUPYET, YTO IBOJIIOIUS ONPEEISAETCS HE TOJIBKO TEXHOIOTHYECKUMHU
BO3MOXKHOCTAMH, HO U (PrII0CO(CKUMU MPEACTABICHUSIMU HAYYHOTO COOOIIECTBA O

Imprupoac BBI‘IHCH@HI/II;'I, qTO ACIacT M€)KI[HCL[PIHJ]HH8,pHBIﬁ IIoaxon 0COOCHHO IOCHHBIM.
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CHHUCOK COKPAIIIEHUN

NN — ucKyCTBEHHBIN UHTEIUIEKT

HPC (High-Performance Computing) — BbICOKONPOU3BOAUTENIbHBIE BBIYHCIIE-
HUS

GPU (Graphics Processing Unit) — rpadudeckunii mporieccop

SIMD (Single Instruction, Multiple Data) — BeuuCAUTENBHBINA MOAXOJ, KOT/A
OJTHA MHCTPYKIIUS UCIIONHSAETCS HaJl HEKOTOPHIM MAaCCUBOM JaHHBIX B OJMH MIPOXO]L

MIMD (Multiple Instruction, Multiple Data) — BeluncIuTeIbHBIN OIX0, KO
MHOKE€CTBO MHCTPYKITUH UCTIONHSACTCS HaJl MHOKECTBOM ITOTOKOB JTAHHBIX

CUDA (Compute Unified Device Architecture) — nmporpamMMHo-anmapartHas ap-
XUTEKTypa NapajijieIbHBIX BBIYUCICHHH, KOTOPAsl MO3BOJISET CYIIECTBEHHO YBEITUYHUTh
BBIYHUCIIUTEIBHYIO MPOU3BOAUTEILHOCTh OJaroapsi HUCIONb30BAaHUIO TpaduuecKux
npoueccopoB ¢pupmsl NVIDIA

IR (Intermediate Representation) — mpomMeXyTouHOE TMPEACTABICHUE BBICOKO-
YPOBHEBOTO KOJIa, KOTOPHI MOXXHO ONTUMHU3HPOBATh M KOMITHUIMPOBATh B HATHBHBIM

KOJI JIFOOOH MOJIEPKUBAEMON KOMIMIISITOPOM ILIIAT(POPMBI
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